
Research paper         ISSN 2603-4697 (Online) Complex Control Systems Vol. 4, No. 1, 2022, 30-35 
 

30 

 

Abstract—A "smart" production is characterized with 
collection of a large amount of data and the application 
of machine and deep learning algorithms for the 
purposes of analytical prediction. The analysis supports 
the implementation of intelligent management and 
rapid response to changes in a manufacturing process. 
The paper proposes an approach for optimizing a 
robotic manufacturing line for electronic components 
through applying the failure mode and effect analysis 
and algorithm for deep learning. This approach is 
embedded in a software tool created through C#, 
Windows Forms technology and open source to assist 
identification of the potential risks by the responsible 
engineer. 
 
Keywords—big data, deep learning, FMEA, machine 

learning, optimization, statistics, “smart” 
manufacturing, robotic line.  

I. INTRODUCTION 

Nowadays, the manufacturing process is 
considered in its dynamics, taking into account 
the influence of the factor time. With the time, 
various changes of some other factors can occur 
and this affect on the product quality.  

It is known that the robotic manufacturing lines 
of electronic components collect a large amount 
of data, which makes it possible to monitor 
changes and take appropriate actions before 
failure.  

The concept of "smart" manufacturing is 
discussed in [1] and it includes the use of new 
technologies, consideration of many parameters 
and a number of factors. An important part of a 
"smart" manufacturing is related to the 
techniques for processing and analysis of the 
collected data, including the application of 
statistical methods and algorithms for machine 
learning. Another paper points out the 
importance of large data sets for organizing 
"smart" manufacturing and using the advantages 
of predictive analysis for early detection of errors 

and shortcomings [2]. 
The most commonly used algorithms for 

machine learning in manufacturing processes and 
in the context of Industry 4.0 are discussed in [3]. 
Here they are summarized graphically and are 
presented through Figure 1. Also are shown the 
most commonly used algorithms for deep 
learning, which is summarized on Figure 2. 

Deep learning is a part of machine learning and 
artificial intelligence, as the process of learning 
from data  sets is based on artificial neural 
networks (ANNs) usage. The architecture of ANNs 
includes a number of layers depending on the 
specific task and on the requirement for finding a 
solution with high accuracy. Although artificial 
intelligence systems are currently part of "smart" 
manufacturing and certain techniques for data 
analysis are used, the researchers are still looking 
for solutions to improve and optimize 
manufacturing processes based on deep learning 
and analytical prediction. 

 

 
 

Figure 1. The most used algorithms for machine 
learning in a manufacturing process [3] 
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Figure 2. Deep Learning and its application in 
manufacturing process [3] 

 
Statistical methods are also widely used for risk 

evaluation, control and optimization, as the most 
commonly used are: Gaussian process [4], [5], 
Failure Mode and Effect Analysis (FMEA) [6], [7], 
analysis of a tree with errors [8], repeatability and 
reproducibility [9]. 

The aim of the paper is to present an approach 
for optimizing a robotic manufacturing process 
for electronic components by comparing the 
FMEA and deep learning. The approach is 
implemented in a developed software tool to 
support timely informing the engineer in charge 
about the potential risks as well as to assist his 
decision-making process. 

II. RESEARCH METHODOLOGY 

The research methodology includes the 
following procedures: (1) A study of the FMEA 
and its applications for optimizing the 
manufacturing process of electronic components 
through the robot FANUC-M-10 is performed, 
which is documented through tables with 
information from experts. The activity Component 
mounting is discussed in more details as a 
demonstration example. Based on the collected 
information, data sets are formed, which are 
prepared for further processing by an algorithm 
for deep learning. Datasets are formatted 
according to the requirements of the .csv file. (2) 
A feed-forward artificial neural network with 
back-propagation is created, searching for the 
optimal neural network architecture according to 
the number of layers and neurons in each layer, as 
well as concerning the type of the activation 
function. Carrying out experiments in the 

environment of RapidMiner Studio on the data 
sets collected from the previous procedure as a 
deep learning is applied at the ratio of training 
and testing data: 70%/30%. Comparison 
between the FMEA results with deep learning is 
conducted. (3) Design and development of a 
software tool using C# programming language, 
Windows Forms technology and open source 
solutions for comparison of FMEA and analytical 
prediction is performed. 

III. THE FAILURE MODE AND EFFECT ANALYSIS 

The FMEA is chosen as a statistical technique 
for performing risk evaluation in manufacturing 
using a FANUC-M-10 robot for placing and 
soldering electronic components on a printed 
circuit board. Failure regime means the situation 
in which a problem may occur. The problem is 
associated with errors, defects or outright 
failures. The analysis of the effects refers to the 
study of the consequences of these potential 
problems. Problems are prioritized according to 
how serious their consequences are, how often 
they occur, and how easily they can be identified. 
The purpose of the FMEA is some actions to be 
taken to eliminate or reduce failures, starting 
with those with the highest priority. FMEA is 
applied in order to prevent possible errors, 
defects and failures that may occur during the 
manufacturing. Thus, pre-identified problems at 
the earliest possible stage of the production 
process can save materials, resources and time. 
The advantages of FMEA are as follows: 
possibility for summarizing collective knowledge 
gained by experts; timely identification of risky 
manufacturing activities; reduction of the 
production cycle time; documenting possible 
risks of obtaining substandard or unusable 
products [10]. These benefits underlie the 
widespread use of FMEA to identify critical 
activities and priority risk. 

This paper presents risk evaluation of 
manufacturing of electronic components, which 
includes activities for programming, starting, 
testing and stopping the robot, as well as the 
following main activities: component placing, 
soldering and external connections creation. All 
manufacturing activities are documented and 
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evaluated according to three criteria: (1) Severity 
(S), indicating the influence of the failure effects 
on the subsequent manufacturing activities; (2) 
Occurrence (O), showing the probability of failure; 
(3) Detection (D), indicating how a particular 
control measure may contribute to the detection 
of a failure. Finally, the Risk Priority Number 
(RPN) is calculated as the product of above 
evaluated and described three criteria. RPN can 
take values from 0 to 100. If the value of the 
priority risk is higher, the greater is the 
probability of defect, error or failure occurrence. 
Then, activities are recommended, and after their 
implementation, the priority risk is recalculated. 
The resulting value of the risk is expected to be 
significantly lower, otherwise it is considered that 
the recommended activity has not led to 
reduction of the risk.  

Tables document all activities related to this 
manufacturing process. Here is shown only one 
table (Table 1) with an evaluation of the 
manufacturing activity Component mounting. It 
consists of four potential failures: smaller 
diameter of the holes for the component 
mounting, larger diameter of the holes, no holes, 
no soldering square. Recommended activities to 
reduce the risk of potential problems are also 
shown. It can be seen that in this manufacturing 
activity the risk of failure is small and is 
minimized after the application of the 
recommended measures.  

Data related to the rest of the main production 
activities (soldering and bonding) show that the 
priority risk may exceed 50 (from maximum 100 
points). After the implementation of 
recommended activities, this risk can be 
significantly reduced. 

 
Table 1. FMEA of manufacturing activity 
Component mounting 

 Component mounting 
Activity The component cannot be placed 
Potential 
failure 

Smaller 
diame-
ter of 
the 
holes 

Greater 
diame-
ter of 
the 
holes 

Missing 
holes 

Missing 
square 
for 
solde-
ring 

Potential 
effect 

Another 
solde-

Longer 
solde-

Another 
solderi

Another 
solde-

ring 
cycle 

ring 
time 

ng cycle ring 
cycle 

S 2 4 3 5 
Potential 
cause 

Mistake of the programmer 

O 3 3 2 2 
Current 
controls 

Visual inspection 

D 2 2 2 3 
RPN 12 24 12 30 
Recomm
ended 
activities 

Preview of the printed circuit board 
Proper selection of components before 
soldering 
Corrections of the programming code 

Person 
in charge 
and date 

Engineer production 
Engineer production 
IT expert 

Taken 
activities 

Preview of the printed circuit board 
Proper selection of the components 
Programmer’ training 

S 1 1 1 1 
O 2 2 2 2 
D 1 2 1 1 
RPN 2 4 2 2 

IV.  DEEP LEARNING 

Deep learning can be realized by applying a 
wide variety of algorithms and using ANNs with 
different architectures [11], [12].  

In this work, a feed-forward artificial neural 
network with back-propagation is constructed, as 
shown in Figure 3. The ANN has 4 inputs: S, O, D 
and RPN and one output: the priority risk, which 
values can be: very low - at PRN = 1 ÷ 20, low - at 
PRN = 21 ÷ 40, medium - at PRN = 41 ÷ 60, high - 
at PRN = 61 ÷ 80) and very high - at PRN = 81 ÷ 
100. The inputs are denoted with xi and the 
output is y. Each neuron sums the input signals 
with a certain weight wi and the result together 
with the deviation b is forward to the activating 
function AF, which can be linear or nonlinear [13]. 
Depending on this, linear or nonlinear regression 
or classification is performed. Our task here is a 
classification task to be solved. Then, the output y 
has the form: y = AF (x1w1 + x2w2 +… + xnwn + b).  

The optimal architecture of an ANN is created 
after experimenting with the number of neurons 
and hidden layers with three different activating 
functions: tanh, rectifier and maxout (Table 2). 
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Figure 3. Feed-forward artificial neural network 
with back-propagation 

 
Table 3 shows that with the highest accuracy of 

96.81% is the ANN with 2 hidden layers, with 20 
neurons in the first layer and 60 neurons in the 
second layer. The most suitable activating 
function for solving this classification problem is 
the hyperbolic tangent tanh. 
 
Table 2. Activating functions 

Hyperbolic 
tangent tanh 

Rectified linear 
unit – ReLU 

maxout 

tanh(x)= 
 (ex-e-x)/ 
( ex+e-x) 

                0, x<=0 
ReLU=   x, x>0 
 

maxout= 
max(w1Tx+b1+ 
w2Tx+b2) 

Range in  
(-1,1) 

Range in [0,∞) Range in  
(-∞,+∞) 

 
Table 3.  ANN accuracy 

 Accuracy 
Hidden 
layers/neurons 

tanh rectifier maxout 

2 layers /50/50 92.02% 85.11% 89.89% 
2 layers /20/80 93.62% 91.49% 90.96% 
2 layers /20/50 94.68% 83.51% 91.49% 
2 layers /20/60 96.81% 82.45% 81.91% 
2 layers /20/20 93.03% 87.77% 89.36% 

V. INSTRUMENT FOR COMPARISON THE RESULTS FROM 

FMEA AND DEEP LEARNING 

Comparison of FMEA results and deep learning 
is a possible approach for obtaining an objective 
evaluation and predictive analysis of critical 
activities in the manufacturing process of 
electronic components using the robot FANUC-M-
10. This will support the responsible engineers to 

be timely informed about possible potential risks 
that can be avoided if appropriate measures are 
taken into account. Creating a software tool, 
implementing the proposed approach, could 
facilitate decision making and could prevent 
occurrence of critical problems. 

The developed software tool incorporates the 
algorithm presented on Figure 4. Data from FMEA 
and deep learning can be entered manually via a 
form or via a pre-prepared .csv file. Numeric 
values for Severity - S, Occurrence - O, Detection - 
D, Risk Priority Number (RPNFMEA) are 
calculated after FMEA analysis and Risk Priority 
Number (RPNDL) is predicted by the neural 
network. Also, the evaluation is performed, as the 
risk is classified into five groups: very low risk, 
low risk, medium risk, high risk, very high risk. 

The constructed software tool compares the 
results of FMEA and deep learning using two 
parameters RiskFMEA and RiskDL, and the 
comparison is presented in two ways: tabular and 
graphical. In the tabular and graphical 
representation, in addition to the parameters 
RiskFMEA and RiskDL, FMEAPoints and DLPoints 
are also shown, which provide statistical 
information on how many times the same risk 
priority number is obtained. 

 

 
 

Figure 4. Algorithm behind the created software 
tool 
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Figures 5, 6 and 7 present screens from the 
implementation of the software tool with data 
taken from the demonstration example for the 
FMEA analysis concerning the manufacturing 
activity Component mounting and the four 
identified potential failures. From the obtained 
data, it can be seen that this activity does not 
carry a high potential risk of damage, defects or 
failures. However, there is a risk, which although 
minimal, must be taken into consideration. Using 
the Add record button, it is possible to enter data 
through the fields in the form, by the responsible 
engineer. Using the Import .csv button the 
engineer can read the data from a pre-prepared 
.csv file. The parameters Severity, Occurrence, 
Detection, RPNFMEA and RPNDL have a 
numerical expression, and the risk evaluation of 
FMEA RiskFMEA and the obtained prediction 
from deep learning RiskDL can be selected from 
five possible values. When the Compare button is 
clicked, a comparison is done between the results 
of the FMEA analysis and deep learning. The 
result of comparison is presented through tables 
and charts, showing the priority risk in the form 
of an evaluation in five groups: very low, low, 
medium, high and very high risk. According to the 
above mentioned demonstration related to the 
manufacturing activity Component mounting, the 
parameter RiskFMEA has values very low and 
low, repeated twice. The parameter RiskDL is 
characterized with very low values, repeated 3 
times and low value predicted once. 

 

 
Figure 5. The form for data input 

 
Figure 6. Entered data with possibility for 
comparison 
 

 
Figure 7. The results from comparison 

VI. CONCLUSION 

 The FMEA is widely applied approach for 
evaluation of a manufacturing process and for 
identifyng potential failures. When the FMEA is 
combined with a deep learning algorithm it gives 
the opportunity for analytical prediction based on 
collected data during a dynamic manufacturing 
process. It is proved in this work that could be 
achieved very high accuracy of the predictive 
models and it depends on the constructed 
architecture of the ANN. Deep learning algorithm 
from supervised learning is tuned through usage 
of three different activation functions tanh, 
rectifier and maxout as the best accuracy 96.81% 
is obtained at ANN with 2 layers as the first one 
includes 20 neurons and the second one 50 
neurons. The most suitable activation function for 
this classification task is tanh. Also, the developed 
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software tool is presented, which compares the 
results from the FMEA and deep learning. There 
are huge possibilities for the FMEA to work in 
combination with deep learning algorithms in 
support of the responsible engineer, who can 
receive predicted analytics about potential 
critical manufacturing activities. This allows 
preventive actions to be taken and decisions to be 
made very quickly. 
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